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A variety of phenomena (such as the spread of diseases, pollution in rivers, etc.) can be studied as diffusion
processes over networks (i.e. the diffusiéthe phenomenon over a set of interconnected entities). This re-
search introducesmethodto study such diffusion processes in multiplex dynamic networks. Wefaosea

Modeling and Simulation methodology (in our case, DEVS, DisdEgtnt System Spedifation), and we use

DEVS formal models to integrate models defined using Agased Modeling and Network Theory. We
present: a) aArchitectureto study Diffusion Processes in Multiplex dynamic networks (ADPM); b) a sys-
tematicProcesdo define, implement and simulate diffusion processes over such networks. We show a theo-
retical definition and a concrete implementation of ADPM. We show how to use ADPM and the process in a
case study based on a real nuclear emergency Plan; this tdagtra application of the process, the architec-

ture and the developed software. Different scenarios are studied as Diffusion Processes to demonstrate the
usability of ADPM.
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1 INTRODUCTION

Understanding phenomena such as the spredidedses, the adoption of technological innovations or
the diffusion of news (fake and real), is important for policymakEgrg][ They need a comprehensive un-
derstanding of these phenomena to make soundgmhlnd contingency plans. For example, with diseases,
it is important to know how the process works and what the effects of different policies are. They may want
to know if it is necessary to vaccinate the population or only specific groups, or tHéyeanterested in
knowing if infected individuals need to be quarantined. These phenomena can bedifesi@s processes
in which the object of interest (i.e. a virus, an idea, a molecule, etc.) spreads in an environment starting from
an area with &igh concentration of the object to areas with lower concentrations.

There are different methods for studying diffusion processes, but most are based on various kinds of enti-
ties that are interconnected (networks). Methods bassigiexnetworks B,4] use a single type of con-
nection between entities. They assume that all connections have the same properties, but this could lead to
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misleading results (e.g., individuals are not likely to transmit a rumor equally to their colleagues than to their
boss) Multiplex network methods, in which not all connections are equivalent, are better suited to study dif-
fusion processedgl].

Regardless of how links are representohplexor multiple®y, two main approaches have been used to
modelthe diffusion process over the network: Differential Equations (DE) and Amse#d Modeling
(ABM) [5]. Agent models are popular in Social Science to explore phenomena that can be understood as a
diffusion process, such as the egwrce of segregatio,[7], violent groups 8], adaptation of organizations
to change9], population growth 10] or market dynamicslfl]. DE have been used to study innovatitg][
epidemiology 13] and business cycle&4], among others. The main advantage of nonlinear DE is that they
can include a wide range of feedback effects (i.e. how the current value of a parameter of the system affects
its future value, as in closddop systems). However, when they are used to study diffusion processes, one
typically needs to aggregate nodes if@@er states or categories.[Instead ABM uses different attributes
in each category, and different nodes in the same category may have different behavior. The network struc-
ture is clearly defined, and the behavior of each nedeodeled individually at an increased computational
cost B].

Likewise, neither of these two approaches provides-egtblished modeling and simulation (M&S)
mechanisms for incorporating diffusion algorithms into multiplex dynamic networks and run simulations.
For example, Xiong et al. studied the effect of théudibn of innovation into social networks using simula-
tion [15]. They defined models for the behavior of the nodes, but they did not include details on integrating
the network into a computerized model, the simulation algorithmpmémplementation. In most cases, the
methodology used to build the model, the simulation platform or the simulation algorithms are not specified.
Models are builad-hocand they are mixed with the simulation and the experiments. This lack of separation
of concerns leads to problems; for example, having mixing models and the simulator makes verification and
validation more complex and expensive. It also makes it harder to implement the same model on a different
platform. Additionally, mixing models andkperiments reduces reusability and hinders replication.

The limitations of DE and ABM to study diffusion process pose the following question that we are inter-
ested in investigating: how can we study diffusion processes in Multiplex Dynamic Networksdonee
the limitations of DE and ABM? Is there a framework that allows us to doThisPswer these questions,
we introduce anethodto study diffusion processes in multiplex dynamic networks maintaining separations
of concerns in all phases of modelifgplementation, and experimentation. The results include: a) an Ar-
chitecture to study Diffusion Processes in Multiplex dynamic networks (ADPM); b) a systematic Process to
define, implement and simulate diffusion processes over such networks. We use Néteamskformal
specifications to define the topology of the diffusion process, ABaséd Modeling (ABM) to define the
behavior of the entities involved, and a formal specification of both for simulation modeling. This research
uses the Discrete Event $g Specification formalism (DEVSL§] to define the formal simulation model.
Definitions of ABM, DEVS and Network Theory are founcSBCHOmME

A majorcomponenbf ADPM is a formaDiffusion Abstract Model (DAM)utomaticallyconstructed
from the specifications provided by Network and AgBased models. The Network model does not include
all the information needed to simulate the diffusion process. Similarly, the Bgsed model is not a for-
mal model. The DAM is a formal metithat combines both in order to model and simulate diffusion pro-
cesses (i.e., the behavior of the agents representing the diffusion rules and the connections between the
agents representing the diffusion network). The formal model helps with earlytigaliggor to implemen-
tation, as we can analyze the models' specifications before coding. Likewise, as models, simulator, and ex-
periments are independent, the same model can be implemented on different platforms, which helps to not
only reuse existing motteand experiments, but to alsoreplicatetheresults. ADPM also allows us simu-
|l ating diffusion processes with variable topology
ing the model (we need to change only the simulation inputs).aWeasily simulate different scenarios and
network configurations by updating a model experimentation framework without changing the implementa-
tion.

The rest of the paper discusses how ADPM and our development process can help to build diffusion
models SEHOMIZ discusses related work on diffusion processes and the methodologies we use to define the
ADPM architectureSEetionizoresents ADPM and the development prodBesiionidapplies ADPM to
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Discree-Event Modeling and Simulation of Diffusion Processes in Multiplex Networks
build a model of a diffusion process in a multiplex netwarkaodel to study the communications in an or-
ganization, specifically an emergency pISBBHORIEresents the advantages of the architecture, which are
exemplifiedby thecase study. Finall\BEeliomicends with the conclusions of this research.

2 RELATED WORK

Many realworld systems can be described as a combination of components and their interactions. These
systems can be modeled as a network where nodes are components and links their glatmedrly
methods, calledimplexnetworks, used a single type of connection between the entities that represented the
system 8,4]. They assumed that all the connections have the same properties, whittead to mislead-
ing resultsMultiplex networks, in which not all connections are equivalent, are better suited to model diffu-
sion processes. In multiplex networks, links can represent several types of relations. Links are classified into
layersaccordng to their type: all links representing the same type of relation are organized into a layer. We
can use different metrics to study a network’'s pr
sity tells if the network is highly connected; dmmeterepresentshe longest distance between two nodes,
the number of connected components, dfg. [Although some metrics are used for Multiplex networks, in-
cluding centrality 18], this is still anongoing research topid]l

Moreover, the generalization of diffusion processes from simplex to multiplex networks is not trivial (this
topic is still being investigated[L9]; although some types of diffusion processes, such as linear diffusion
and random walks have been generalized, this is an open resear@dpr&uth generalization is im-
portant because we usually need to model systems with diffetatibons among components. For example,
if we want to model a transportation systeme can consider the cities to be the components that are inter-
connected through different means of transportation (highways, railways, air, etc.). The characteristics of
these means need to be modeled accordingly. Additionally, the relations among components may change
over time. When relations are permanent, the system can be modelgdtasn@twork However, many
systems ardynamic(i.e. relations among componemwtsange over time). Modeling them using static net-
works does not capture all a system's properties, which can lead to wrong Baswdisic multiplex net-
workscan better capture their dynamics. As discussed in the Introduction, Differential Equatiorss)idDE)
AgentBased Modeling have been used to model diffusion procesjsdhgre are weltlefined diffusion
algorithms that employ DE for studying diffusion processes in networks, such as the Susbéptitde
Recovered (SIR) modig21]. Similarly, in medicine, Wang et al. proposed an algorithm to study the diffu-
sion of preventive measures to protect the population against dig€pgerpinellet al. worked on the same
topic using Microscopic Markov Chaingd], where individuals (network nodes) in an epidemic only em-
ployed three states, and diffusion rules were simple (they did not consider dynamic networks). Other re-
search works also focused on adapting algorithms and models of diseases to study other problems. For exam-
ple, Khelil et al. applied an epidemiological diffusion model to study diffusion processes in awhibe
networks P4]. Othas centered on social networks using diffusion models for contagious processes, such as
opinion adoption, social movements or behavior modificattanZ6)].

AgentBased Modeling (ABM) has also been usedttaly diffusion processes in multiplex networks.

ABMcan be defined as a “computational met hod that
composed of agents that 27t agentscdt c ovmp thti enr asny sethnevm r soi
some environment that is capable of fl exibd8e auto

One of the advantages of ABM is establishing correspondence between entities and thetipitdénathe

real system, and the agents and their interactions in m&$I§ here is no mathematical representation of
agents, and we simulate the mod&@,[which has its pros and cons: itiseasytobser ve t he sys
gent behavior, but it is easy to introduce errors when translating the model into a computer. Jiang and Jiang
matched elements of diffusion processes in social networks to A&MThey found that therare actors

that interact in both cases (statically or dynamically). Agents follow a diffusion protocol and they make deci-
sions based on the exchanged elements. They proposed using ABM in diffusion problems for social net-
works as an alternative method te theoretical perspective (to obtain empirical results) and to complement
theoretical and empirical research. Xiong et al. studied the effect of the diffusion of innovation in social net-
works using simulationl]. They defined moels for the behavior of nodes, but did not include details on
integrating the network into a computerized model, the simulation algorithm, or the implementation plat-
form.
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DE models are computationally more efficient than ABM and can include a wide rafegelbéck ef-
fects. When we build a network to study a diffusi
ularity to manage complexityp]. These DE models are usually nonlinear and every category we add is a
new variablén the model that we need to relate to the others. Instead ABM can model the behavior of each
agent (i.e. node) independently, but at a higher computational cost. Additionally, increasing the level of de-
tail increases the cognitive effort neededtourtdetsnd t he model ' s behavior, w h
yses more complexs].

Although the previous research in the field shows how to study diffusion processes in multiplex dynamic
networks, there are no walbktablished M&S mech@ms in this area. In most cases, the employed method-
ology or simulation platforms are not well defined, and applications aresouiloc As simulators, models
and experiments are defined as a mix of software components with no clear separation n§cander is
hard to think about the problem, and testing and validation become complex and expensive. This also hinders
reusability. As discussed in the Introduction, we want to provide mechanisms to build the simulation system-
atically by clearly definig the models, their implementation, a platform for experimentation and an analysis
of the simulation results. To do so, we combine DEVS, ABM and Network Theory.

DEVS(DiscreteEvent systems Specificatiaa)a formal discretevent M&Smethodology 16] that de-
rives from Systems Theory and allows defining hierarchical modular models. A DEVS model is a mathemat-
ical entity specified as a black box with a state and an associated duration. Models made of only ehe comp
nent are called atomic models. DEVS models can be connected by linking the outputs of one model to the
inputs of other models to form coupled models. There are different DEVS simulators, such as 38MES [
JDEVS B3], DEVSJava 34] or Cadmium[35].We used @dmium a crossplatform simulator implemented
in C++11 that facilitates the analysis of the simulation results.

In [36, 37], DEVS, ABM and Network Theory were used to simulate information diffusion processes in
multiplex networks. A serveproxy architecture wasmployed where servers represent the behavior of the
nodes, and the proxies define the diifusrules for each layer. Servers and proxies were modeled in DEVS,
and coupled models represent network nodes. Dynamic DEVS was used to store all the network configura-
tions needed for simulation. This approach was followed to study information diffasémtial networks
[38 , although different issues can be identified.
cult to handle and do not follow homogenous patterns, which makes storing the retrieval of rulesnmore
plex. In B6, 37], the authors do not consider agents where the behavior parameters contain a different num-
ber of elements or agents with distinct behavioral parameters. Moreover, the Bemyearchiecture does
not allow all the needed properties to be represented. For example, individuals in an organization could use
different devices (and their networks). If we were interested in studying what would happen when devices or
networks fail, we would nekto model both. The servproxy architecture only allows us to include one:
either devices or networks. Finally, Dynamic DEVS forces the storage of all the network configurations that
we wish to simulate, which is complex to model. Storing all configamatis not feasible. A directional net-
work with three nodes and one layer has eight network configurations. If we increase the number of nodes to
20, we obtain 1048576onfigurationsa number that increases exponentially with the number of nodes. Us-
ing Dynamic DEVS also limits the DEVS simulation tools that can be employed as their availability be-
comes more limited.

We present an original approach that is general and can be used for any type of diffusion process in mul-
tiplex dynamic networks, includingdevelopment process and generic implementation. We debiféua
sion Abstract Model (DAMhat can be defined with other M&S methodologies. The design is fleaite
it allows diffusion processes to be modeled without storing all the network configurations. We use the inputs
in the model to change the network configuration during the simulation time. To be able to store complex
behaviors, we dawiérusimgan XML &rmatghat is imore flexibke than a table format da-
tabase. Additionally, with the DAM we can include all the properties we need for the model. If we want to
simulate the communications in an organization, we can include the propehbatt ebmmunication de-
vices and communication networks. Other advantage
ties at runtime and reducing software dependencies.
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3 ADPM

The Architecture (and development process) to simulate Diffusion $a®eé Multiplex dynamic net-
works (ADPM), is presented irigure 1 The architecture is generic and can be used to study several types
of diffusion processes (which we discuss later).

1 - Diffusion Experiment Data Collection
2 - agsumptions and Regquirements Analysis

2 - Assumptions 2- assumptions
REQUIREMENTS &
ASSUMPTIONS
2- hfdeing DOCUMENT 2- Mofising
NETWORK 2- mods Cross verification AGENT -
BASED — DomalN Experts/
MODEL MODEL Technical Staff
3- Modeling 3- Modeling 5 - Opefations
walidation
I DIFFUSION : erheat
- verification - verfication)
ABSTRACT RESULTS
MODEL ANALYSIS
- & REPORT
2 vericstion & Mpleentation
DIFFUSION 5 - Simulation Execution | SIMULATION 5- Results
COMPUTERIZED L0Gs — anaiysis
MODEL

Figure 1. ADPM organization and workflow.

ADPM includes the Requirements and Assumptions Document of the problem; a Network model of the
relations among components; an AgBaised model of behavior; the Diffusion Abstract Model (DAM), a
formal representation based on the Network and Agent modelffuaion Computerized Model (DCM) of
the DAM; theSimulation Logsand aResults Analysis ReportThe DAM is defined using a formal specifi-
cation, DEVS in our case. This solves some of the limitations of Network Theory, such as lack of a formally
verified simulator to simulate a diffusion process over the network. By including ABM, we can also define
the behavior of both the nodes and links in the network. The formal DAM confers ABMwigite separat-
ing modeling, verificationand experimentation.

Themain advantage of combining Network Theory, ABM and DEVS is that we can use the most appro-
priate method to model the various aspects of the problem. Network Theory is well suited to model the rela-
tions between components; ABM is better suited to modeMi@h®EVS provides a formal specification
to define the whole model as components with hierarchical and modular specifications, which can be exe-
cuted using the welbstablished abstract simulation algorithms, which are proven to execute cwedels
rectly. This combination allows us to separate concerns and clearly differentiates each part of the problem, as
well as separating models from simulation engines and experiments that are independent software entities.

ADPM is combined with a development procaskpse different steps are identified with numbers in
Figure 1 We now explain the process and the different steiesied

Step 1i Diffusion Experiment Data Collection: domain experts, with the help of technical staff, collect
all the specifications and details of the system of interest, including a list of assumptions. The output of this
step is ERequirements and Assumptions Documétit all the information that destrs the system. It is
used in the next step to provide modelers with a detailed description of the system of interest and to define
the scenarios that we need to simulate.

Step 2i Requirement Analysis, Assumptions, Modeling Network and Agent Models and Mizl
Cross Verification: these two models are defined in parallel by the mod®ledé€lingin the figure). Mod-
eling experts review and analyze Requirements and Assumptions Docuntegether with the Domain
Experts. This communication is important beeegjuirementgan be ambiguous. This step may need sev-
eral iterations.

Although we can use different perspectives to build these models, we f8llpand combine the ABM
and Network models to build ti2AM. There is a relation between the components in both the Network
Model and ABM. We use this relation for Model Cross Verification. Although Model Cross Verification is
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done manually in this researstage, this process can be automated. The idea iadbm®ede in théletwork
Modelto be represented by an agenABM. Therefore ABM will have as many agents as nodes inNle¢
work. The links in theNetwork Modetlefine the possible interactions beem agents iABM and the differ-
ent types of links in thBletworkmatch the objects the agents use to interact. Each agent in ABM uses an at-
tribute called “MyLinksTypes” that stores all the
ploysanat ri bute called “MyRelations” that stores all/l
link type (this is detailed iBECHOMBER

Any new assumptions made while defining Metworkand ABM models must be approved by the do-
main experts and st be included in the original document. Modelers must include the new assumptions in
the document, and the Domain Experts must analyze and approve or reject them. This step can result in re-
visiting step 1Thesemodels must be validated. In systems whmrerational validation is not possible, they
should be validated by domain experts.

Step 31 Modeling the DAM and DAM Verification: modelers are provided with tiRequirements and
Assumptions Documerihe NetworkandAgentBasedmodels. If there is a misatch, missing data or further
assumptions are needed, they revisit step 2. Modelers decide which generic DAM components should be in-
cluded (se&SEGHIOMBES, and how to instantiate thefihereforethe generic DAM can be considered a meta-
model that is inantiated for specific applications using the information inNkevorkandAgentBased
Models(as detailed ifSECHOMBE: In our case, we used DEVS to formally define the DAM.

Step 41 Implementation of the DCM and Verification: this step consists in converting the forrbeéiM
into an executable model: the DCM. In our case, we used DEVS anddna@ntoolkit, but the architec-
ture and development process can be followed, and fathealisms or tools can be used. Developers must
verify the simulation that derives from the model in step 3; if problems arise, steps 3 and 4 must be revisited.
The DCM can be customized to simulate the different scenarios proposedRedn@ementsrad Assump-
tions Document

Step 5i Simulation Execution, Results Analysis and Operational Validationusing the DCM and the
simulation scenarios defined in tRequirements and Assumptions Documsatexecute different simula-
tions. We analyze simulationds to obtain meaningful information, which is summarized irRbsult
Analysis ReportThis report is given to the domain experts for validation (expert validation) and decision
making. New iterations may be needed before the results are valid.

In the rest of the section, we discuss all these components in detail.

3.1Requirements and Assumptions Document

This component includes all the requirements, specifications, assumptiddata available for the
problem under study. Although every case is diifiera minimum set of requirements would include:
1 The elements to be diffused (i.e., rumors, viruses; more than one type can be included)
1 Individuals diffusing the abovmentioned elements: e.g. if we are studying the diffusion of a vi-
rus, it could beéransmitted by both animals and persons
T I ndividual s’ behavior: behavior rules depend
tics, the relation types they have, or the diffusion element type
Starting diffusion elements (diffusion can atgart in distinct locations over time)
Effects of diffusion elements and which are relevant
Mechanisms to spread diffusion elements, including characteristics and connections
The diffusion mechanisms that can be used by everyone
The variables we arinterested in studying; e.g., we may be interested in the number of individuals
infected by the virus, how it is transmitted, or specific infected population groups
1 Scenarios to be analyzed. We may study what happens when individuals are vaccmatsd)tth
of a prevention campaign, among others. Scenarios should include all their characteristics and pa-
rameters (i.e., effectiveness of the vaccine, or the number of individuals to vaccinate)
These requirements can talectedmanually (e.g., througimterviews) or automatically (e.g. with dif-
ferent sensors). If information is incomplete, experts should provide additional information or a set of valid
assumptions.

= =& —a —a —a
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3.2Network model

The Network model is an organized representation of the Diffusion experiment data collectd®an the
quirements and Assumptions Documehtfrmalizes the relations among the system components using
Network Theory. The resulting network can be implemgrémalyzed and visualized by different tools
(Gephi B9, Pajek fQ], MuxViz [41], etc.) and stored in various formats (network grapk. a graphical
representation of the netwe, XML, tables, etc.).

In our case, we organized the information into two tables so they could be easily translated into other for-
mats (CSV, XML) and then imported to software tools to analyze and visualize the network. One table stores
the nodes of theetwork. Each node has a unique id and a lakalé J). The second stores the connections
between node$i@BIENY). Each row represents a connection defined by the Source node id, the Target node
id, and a label representing the éypf link. As we can see, the behavior of nodes and the characteristics of
links are missing in the network model.

Table 1.Nodes Ids and labels (partial). [F&BIER. Network connections (partial).
Id Label Source Target Label
1 Node name 1 16 323 Layer 1
2 Node name 2 16 324 Layer 1
3 Node name 3 325 368 Layer 2
4 Node name 4 325 369 Layer 3
1 2 Layer 2

3.3Agent-Based model

The AgeniBased modek a representation of the behavior of those in charge of the diffusion process, the
objects they use for diffusing the element, and the properties of the relations among these objects. It is for-
malized using ABM and can be implemented by different metHdHYS, XML, specific software plat-
forms like NetLogo or Repast]. Figure Zillustrates an XML implementation of a generic agent with a
minimum set of attributes (represented as XML tags) that mustheled to capture all the information
needed to study the diffusion process. the connections from the Network Model and the behavior defined
for each node and each link in tRequirements and Assumptions Document

1 <?xml version="1.0" ?>

2 < AgentBehavior>

3 <ld>Myld</Id>

4 <MyLinksTypes>

5 <Link Id=Link1/> ...
6  <Link Id=Linkp/>

7 <I/MyLinksTypes >

8 <MyRelations id=Agentld1>

9 <Link Id=Link2/>

10  <Link Id=Link5/>

11 </MyRelations >

12 <MyRelationsid = Agentldt/>
13 <Link Id=Link2/>

14 </MyRelations>

15 <BehaviorRules>

16 <Rule Id = Ruleld1 Parameterll = Parameterl1Value ... Parameterln = ParameterlnValue >
17

18 <Rule Id = Ruleldt Parameterlt = ParameterltValue ... Parametern = ParametermtValue >
19 </BehaviorRules>

20 </MessageBehavior>

21 </AgentBehavior>

Figure22Exampl e of the agentds definition

u
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The behavior of the agent is defined between tdggertBehavior. We have the following attributes
least(which match the network model as discussed following):

1 <ld> of the agent: it has the sarteas the node whose behavior we are defining (i.e., one of the
Ids inTable J.

1 <MyLinksTypes>it represents the types of input and outgnksthat the agent uses. We filter all
the rows infableliRwhere the agent Id is preseas(a sourceftarget). We then employ this attribute
and store all the link types from the filtered table (i.e., the column laf@lilel9). If there are two
rows with the same label, we simply add it once.

1  <MyRelations> it represents the outputs oftagent (i.e. node). It is an attribute with two ele-
ments: (1) ard to represent which agent we can contact; (2) as roukg as layers we can use to
contact the agent. We filter all the rowsiiaBleizwhere the id is a source. We add onyRela-
tions> perid in the filtered table. The value in the target column is stored inltre attribute. We
create one kink> attribute per label.

1 <BehaviorRules>it represents the behavior rules of the agent. This information is not available in
the Network ModEk Each element insideBehaviorRules>epresents aRule>for the agent dur-
ing the diffusion process. The parameters of this attribute must be extracted fiRegthieements
and Assumptions Document.

<MyLinksTypes>and MyRelations>capture the multiplepart of the network in the agent. The attributes
names can be modified to make the behavior readable in each context; e.g., in an information diffusion pro-
cess, #MyLinksTypes>ould instead beBevices>or <CommunicationMechanism>.

3.4Diffusion Abstract Model (DAM)

The DAM is an abstract and formal representation obDiffeision experiment datitom theRequire-
ments and Assumptions Documidrett matcheshe elements in théletworkandthe AgentBased Modellt
is formalized using a formal specificatioDEVS in our case, but other specificatidike System Dynamics,
or StateCharts could be used). It is also possibletitize different methods for the different components if
there is a way to connect theie( a metamodel). ThBAM is a generic container that follows the structure
shown inFigure 3

Diffusion Indirect
Hement Link
Generator Updater
I '] I ']
Node Indirect
Updater Node ld Link J
Direct ! . Link
. DI‘.irr?lft Q)nl;:r:;ors Qonnector
Updater Updater

Figure 3. The DAM structure [ 43].

AppendixA shows the formaDAM definition using DEVS43]. To build the DAM, we need a model
library for the component&(DEVS libraryin our case), or an expert in the formalism usedexpert in
DEVSin our case)Forthe rest of the section, we defalill thecomponerg and how they are obtainedth
the information in théBM and Network models.

3.4.1 Node element

TheNodeelement Eigure 4 provides a structure for defining the agents from the XML Agent model
(from this point onwardhe XML Agentrefers to the definition ifrigure 3. EachNodeelement corresponds
to a node in the Network Modéeldble 1) and the correspondiri§ML Agentin the ABM. The DAM will
have as manjodeelements as nodes inetiNetwork model (andML Agentn ABM). The Nodeelement is
a generic container that follows the structure presentEdjure 4 It usesseveralubmodels: inpuFilters
and Switcheg¢Direct andIndirect Linkconnections)BehaviorRules andBehaviormodels (for
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Sending/ReceivingThe punctuated lines represent all the connections related to the behavior of the agents
using indirect linksThedashed lines represent all the connections related to the behavior of the agents using
direct links. The draight lines are used by default. This notatiom&ntained throughout the present work.
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Figure 4. The Nodeelement structure.

Behavior Rulegmplement the diffusion rules and network connections defined earlier in the ABM (tags
<BehaviourRules and MyRelations). This is a parameterized model in a model librati€rwise, imust
be developed for the specific application). It will be instget for each node using the information in the
XML Agent If all the same parameters are employee have a single model. If differedML Agentde-
have differently, we may havedtinctmodels and we will choose one or the other based on the behavior p
rameters.

As we broadcast messages in the model, we neddiret Link, GeneratoendNode Updatefilters to
check if thereceivedmessages are for tH#ode These models do not have a representation on the Network
and ABM modelsanddeal with broadasted messages.

Direct Links Switclalso classifies incoming messagikas the same number loidirect Link Switches
as theN o d euinber of diffusion elements. It is instantiated basedMyLinksTypes.

ReceivingandSending Filterss used to clashi the instructions in thoseith incoming or outgoing in-
structions.

Receiving Behavior using Direct Lim&presents the assimilation of diffusion elements. It defines the be-
havior of theXML Agentwhen the diffusion element is received viRigect Link. This model can be availa-
ble in a library or must be developed for the specific application. We may have different models if the nodes
have different behaviors. Similarlending Behavior using Direct Liidkused to spread the diffusion ele-
ment.Recéving Behavior using Indirect Linkepresents the assimilation of the diffusion elenbgrindi-
rectLinks Likewise,Sending Behavior using Indirect Linfepresents the process to spread the diffusion
element.

AppendixA shows the formal definition obsne of these coupled models, while the formal definition of
atomic components, such @enerator Filter,can be found in Appendig.

By defining the models formally as in Appendix we can perform early validation by analyzing the
model definitionwhich sawestime in early phases of the project. eaxamplejn Generator Filterthe vari-
abled Q accumulates the number of messages passing through theBfji@ralyzing the formal model,
we can verify if the model is defined according to the spedificat For example, we can checkiifQ is
clearedafter sending the messages. We can also check if the model passivates euer@timempty.
Likewise,in the DAM coupled model, we could check if the connections between components ate-well
fined. No software implementation is required for such checks.

3.4.2  Indirect Link .

It is presented irkigure Sandprovides a generic structure for communication. It represents the types of
links that he XML Agentcan access (i.e. the input and output links in the Network Model) identified by
<MyLinksTypes>They define the objects that the agent uses for the diffysiocess. There are as many
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Indirect Linkelements athere ardNodemodels. It is instantiated using the type of indirect links. When im-
plementing the model, we can define a DEVS coupled nmdematically.

Link Typei represents how we transmit thi€wsion element. Foinstancejn a transportation system,
Link Typel could be an Airportl.ink Type2 a bus station, etc. For spreading news in Social Netwbirkis,
Type lcould be Facebook,nk Type2 Twitter, etc.

Filters redirect the diffusion eleemts (news, individuals, etc.) and thak Sinkcollects all messages
without a matching.ink Type The behavior of the Link Types shouldibea model library or developed by
an expert (in our case, a DEVS expert). Birekcan be reused for different applications.

INDIRECT LINK

Node In f--------

Node Out

Updater In |~
Link Connectors

Link Gonnectors
In

Figure 5. Indirect Link coupled model.

3.4.3  Link Connectors.

Figure 6shows how the objects used by XML Agentgo diffuse the diffusion elements are connected.
Forexamplejn a transportation systerbink Connectorl may represent road® railways, etc. For Social
Networks, we could have a sindlank Connectorsuch as the Internet (imhich caseFiltersare not used).

As in the previous caseEijlters redirect the diffusion elements or the updates in the properties oLigdch
Connectorto the appropriate model. The models for the behavior of the different Link Connectors should be
in a model library or developed by an exparDEVS experin our case).

LINK GCONNECTORS
Link
) ) Filter Connector 1
Indirect Link Inj----»{ Indirect Link |-
Link Link Connectors
Qonnector 2 Out
Filter L..J
Updater In > Updater
Link
—..—-.—-» Connector k

Figure 6. Link Connectorscoupled model.

3.4.4  Direct Link .

It represents a direcbnnection between node®., the properties of the links in thietwork modelwith
a direct connection between nodes. InAlgentBasedmodel, it represents the connections handled without
using any additional object# (vould not be useth a transprtation system as cities are always connected
by roads/rails/flights; in Social Networks, it could represent the direct connection between individuals in the
same location, who can talk face to face). This model should be adapted from a library oredivlap
expert (a DEVS expert in our case).

3.4.5 Diffusion Element Generator.

It is an atomic model that generates the elements to be diffused over time. It defines the initial location of
the diffusion elements in the Network aAdentBasedmodels, andhe new ones introduced over time. Dif-
ferent scenarios can be simulated by simply updating a file (changing the implementation cessatrje
In a transportation systeitnwould, for instance, generate passengers and their destination; in a Social Net-
works study, it would generate rumors. This is an artifact to start the simulation and introduce new diffusion
elements while the simulation is running.

ACM Trans. Model. Comput. Simul., Vol. 1, No. 1, Article . Publication date: July 2018



Discree-Event Modeling and Simulation of Diffusion Processes in Multiplex Networks
3.46 Updaters.

They modify the properties of the modella¢ runtimeby generating updates for the models that they are
connected to (simulating different scenarios without changing the implementation). They do not correspond
to theNetwork or ABM models. In a transportation system, the updaters might generate road closures o
train stationsnayclose. In a Social Network like Facebook, they might generate configuration changes (e.g.,
public sharing instead of friends only). TRedeUpdatergenerates updates in the properties of the nodes
based on external information. Inrarisportation system, it could generate new links between cities (i.e., a
new flight); change a train timetable, etc. In a Social Network, it could generate updatestinfémescon-
nections, or generate new behaviors for individuals based on exteramgbers.

3.5Diffusion Computerized Model (DCM)

The DCM is an implementation of tieAM. We ilize the formal definition oBECHOMEK and Gd-
mium (AppendixC shows an examplef the Generator Filterdefined in AppendiB). Although weemploy
the Gadmumtool, other DEVS Simulatorsanbe usedHaving implementedill the components dhe
DAM, we build a DAM top model using thdetwork andAgentBasedmodelsin Figure 2 This automation
allows us to study different network configitions with the same implementation. Apperiighows a gen-
eral implementation of the DAM.

3.6Simulation Logs and Results Analysis Report

The DCM provides Simulation Logs for the different scenarios we execute. These logs are processed us-
ing different statistical and data visualization tools (e.g4#, [PowerBI §5], etc.) to generate reports used
for both validation and decision making (Step 5). We need to conduct expert vatidatibothe kinds of
operational validation, including animation, comparison to equivalent models, historic data validation, etc.
[4€]. Based on the results in this step, we can define modifications in the system specifications and define
new scenarios, modify thRequirements and Assumptiddscumentand restart the process.

4 COMMUNICATIONS IN ANUCLEAR EMERGENCY PLAN

To show how to use ADPM, we present a case study of a diffusion problem in a multiplex network: the
communicationsised ina Nuclear Emergency Plan (NEP). The section is orgamizédescriledbased on
the ADPM components and process explain

4.1Requirements and Assumptions Document

We used actual information obtained from the emergency plans for a Spanish Nuclear Power Plant
(NPP). The plan, defined by the Spanish Civil Protection Agency, states in detail the actions nbeded if
event ofan accidentNB: detailed information abotihe NPP and the plan cannot be revealed as this infor-
mation is confidential; we only discuss important aspects for this research which can be shared with the gen-
eral public). The NEP is a detailed management plan that defines the structure and funatidinsiaf Or-
ganization composed of different public organizations (police, town halls,a&tdgpordinated to solve the
emergency. It also defines the tasks to be performed by every suborganization and how they af@atlated.
collection was done tagher with NEP experts. We analyzed the documentaiimqyied the neededata
andconducted followup interviewsby the procedures discussedSBEHOMB The Requirements and As-
sumptions Documembntains a comprehensive definition of the NEH.[We discuss the most relevant as-
pects of this documermbntaining96 pages to show how to define the Network, Agent and Abstract Diffu-
sion models.
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Figure 7. Sketch of the organizational structure of the NEP.

Figure 7shows the organizational structure of the NEP. At the core is the NEP Directamakke deci-

sions to manage and solve the emergency. As the emergency evolves, higher National Government ranks

(such as the President) can replace the Direbifferent systems are used for communications, including

landlinetell phonesfax, mixed radio/phone networks, satellite, Internet, Remer and Reman radio channels

andin situcommunication. The Health Group can atsoploybeepers. Emergency managerd first re-

sponders can also use military communications, which are not available until the NEP Director makes a re-

quest and the infrastructure is deployed (we do not contsicén our model; this is a backup plahould
everything else failand is beynd te scope obur study). Communications must follow the NEP hierarchy
and the internal structure of each group. The riteguiently use¢ommunication system teephone land-
line or mobile.

Table 3. Summary of the commands to be managed in the event of an emergency.

Level O

Notify and verify the incident at the NPP

Start Emergency Level O

Request data about the state of the emergency

Level 1

Evaluate the available data to determine the emergency category

Start Emergency Level 1 and activate every group in the NEP

Track communications in the NEP

Track the evolution of the emergency at the NPP

Ask first responders to show their accrediatiand classify them into working groups

Ask substitute teams to start working on the emergency. Tell those ones working to rest
Level 2

Start Emergency Level 2

Integrate the extraordinary resources needed in the emergency

Verify the safety andecurity in the emergency area (e.g. protect against looting)
Radiological Prophylaxis (tell individuals to take medication to protect themselves against radiatio
Level 3

Classify individuals based on their exposure to radiation and decontaminate them
Evaluate the state of the infrastructure and any other resources and decontaminate them
Classify animals based on their exposure to radiation and decontaminate them
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The NEP defines every command to be made during an emergency (more than 30). The Director selects
what to do based on the evolution of the emergehalle 3shows various commands classified according
to the level of the emergend) (o 3). At each level of the emergency plan, all the commands available at
lower levels can be used.

As we show ifBECHONI3 we used these rulesto deftheat t r i but es of Rrdseihgagent .
the rulesas atable facilitates this transith. This information is not needed to develop the Network model.
The messages transmitted in the Network and Agent models (i.e. diffusion elements) are the commands
shown inTable 3and their acknowledgments.

4.2Network model definition

To build the network modglve dilized the information from thRequirements and Assumptions Docu-
ment the individuals involved in the NEP, and the systems they can use to communicateewiibther.
The messages transmitted inside the netiog. diffusion elements) athecommands and acknowledg-
ments found in the document. In the network model, nodes represent the individuals involved in the NEP,
and the linksglenotethe relations between individuals. Each type of link represents a capation system.
There are 832 nodes and 12 types of links (fax, Internet, landline phone, mobile, satellite, Reman radio chan-
nel, Remer radio channel, Civil Guard ragioone, Radiological Group radghone, Autonomous Police
radio-phone,in situcommunicéions, Beepeg).

We analyzed thaeetworkproperties using Gephd§]. Figure 8shows one of the multiple representations
of the network at the beginning of the emergency. We can see the groups defindgldguinements and
Assumptions Documewe employed a simplex network (Gephi does not support multiplex networks) and
we identifed thattherewas no resilience49] in the communications in the Health and Logistical Support
groups. We found that some relations between individuals were mamalgdxy a single communication
system. Nomesilient communicatins imply that individuals are isolated from the grdithe communica-
tion system failsThey cannot receive commands to deal with the emergetigh makesthings worse.
Although this analysis does not allow the behavior of individizalse includedwe used this model to study
how failure in different communication systems affects network connectivity before analyzsgytset e m’ s
dynamics.
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Figure 8. NEP network at the start of the emergency48].

4.3Agent-Based model

We defined the behavior of the individuals (i.e. the rules they foNben receiving anttansmiting in-
formation) using ABM. We considered the relevant characteristics of the behavior of individuals. We then
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used the organizational structure, the commativn systems and the communication rules defined in the
Requirements and Assumptions Docunt@icomplete the model. Wamployed XML to describe thbehav-
ior of agens as inFigure 2
1 Id: identifies the agent (e.g. NEP DirectBadiological Group Chair, or others)
1 Location: represents the location of the agent. When the emergency starts, their predefined actions
determine their initial location
1 Reaction Time:indicates how long it takes to react to a stimulus
1 Answer Priority Type: identifies the priority of the agent to receive a command. It can be based
on who sends the command, the device receiving the message or could be random
1  Send Priority Type: identifies how the agent chooses the commands they send. Their waority
be based on a priority list, on arrival time or could be random
1 My Devices identifies the devices for each agent in the Requirements Document. For each device,
we define the relative priority of the device for the agent (parameter), its typeufafiribit can
broadcast/multicast (attribute) and if it is half/fdliplex (attribute)

9  Prioritized Task: indicates how the agent sorts the tasks to be performed during an emergency

1 Answer Device Priority: agent’'s priority domthedescpsond t o co

1 Answer Person Priority: agent’'s priority to receive comma

1  Send Command Priority: each command on the list includes priority, destination, and content. In
some cases, it is in tiequirements and Assumptions Docunjeat. g. t he Director
emergency |l evel 0"); in others, it is not spe

1 Action Execution Priority : indicates how the agent prioritizes the actions

1 Communication Relations it is a list of the connections of the agent. Each connection has two
attributes: target and device. It is translated directly from the Network moG@IBIBIZ we select
the rows withSourceequaling the Id in the ABM. Each row isC@mmunication Relatiowhere
thetargetattribute is the same as in the table, dadiceis thelabel attribute in the table

1 Message Behaviardefines the messages that the agent must send based ecetlied messages
(defined in theRequirements DocuménEor each command or acknowledgment, there is a list of
messages to be sent, and a list of actions. Each message includes: (1) destination; (2) content (e.g.
“Tel | i ndi vi du a lnsandatary/ogtibnalag; (4) @bmoadtast/muliicdsipg; (&) a
mandatory device to use; (6) if acknowledgment is needed

1  Action Behavior: defines the set of actions of the agétequirements Docum@nEach action
includes: (1) average execution time; (Zdton; (3) messages to send (with the same attributes in
Message BehavidrThis is an acknowledgment of action being completed

4.4Diffusion Abstract model for the Nuclear Emergency Plan (NEP)

Once the AgenBased model is completed, we define Bi#fusion Abstract Mode(DAM) introduced in
BEEHBH: and we apply it to the NEP. This process is summarizEayirre 9

We use the NEP Network and the NEP AgBated models (top of the figure) to decide which DAM
components are needed for the case study. We also choose the formal methodology to define the DAM. We
then need to instantiate the generic DAM defined by ADPM (bottom right of the figure) for the specific ap-
plication (bottom left of the figure). This isefNEP in our case. We will discuss how to convert the generic
components into the proper instantiations.

The mapping between the components in the generic DAM and the names in the specific application is
not automatedNodein the DAM corresponds tBersonin the NEP (this information is obtained from the
Agent and Network modelsndirect Linksare converte into Devicegrepresenting the devices that each
person can use, obtained from the Agent model and from the labels in the Network hiokiel.onnectors
are converted into NERetworks(i.e., the Internet, the telephone network). In this case, sughmiafion is
also defined as an object in the Ag&ased modeDirect Link is converted into &aceto-Face Connector
that representis situcommunications.
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Figure 9. Scheme of the DAM definition for the NEP.

Nodes Updateis convertednto People InLocationmodels. For each location, this model calculates the
list of persons preseby takingthe current location of each Persminput.
Indirect Links Updaters transformed int@evice Stateswhich defines if a device is broken. We do the
same foiLink Connector Updater Network StateFinally, Diffusion ElementGeneratoris converted into
Commandsenerator which generates commands according tdRequirement®ocument This trigges
the diffusion process. We do not i3igect Link Updateras we do not want to modiffe attributes of the
Faceto-Face Connectoat runtime (i.e., we could change environmental ninis#u, distance, etc., but

such scenarios ateeyondthe scope of tisi study).

The next step is to formalize each component using the general DEVS specificaS@REOMK The
DEVS parameterized atomic models are different for different applications; they must be available in a

model library or be defined by a DEVS expusing the parameters in the ABM and Network Models. Once

the atomic components are defined, the instantiation processNEIBAM is automated (using the Agent
model and the parameters for devices, networks). As in our case there are hundreg®péotanwe auto-

mated this

process

by

taki

ng

agent s’ XML

888 e s

In the rest of the section, we explain how to instantiate these DEVS coupled and atomic models.
Personcoupled model instanti@min: we use thélodestructure presented BECHOMEIROur agents em-
ploy both direct (i.e. facéo-face) and indirect (i.e. devices) communicatidrigire 10.
Behavior Ruless a coupled model that includes the actions thaagieait performs to solve the emer-
gency. It is instantiated for eatersonmodel using the agent information in the XML file. It models how
the person reacts to messages and how they execute tasks (based on the behavior defined in the XML, the
active devies, the individuals around and ado list).
Devices coupled model instantiatiome follow thelndirect Linkstructure ifSECHOMZE3We use the
MyDevicesattribute of the XML file, andleviceamodels employing the agelit TheDevicescoupled
model ircludesfilters, asink and as manglevicesas elements iMyDevic

as
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Networks coupled model instantiatiome use thé.ink Connectorstructure ifSECHOMAR4The model
employs as manlink Connectorsas networks in the Agent model. Eddhk Connectois instantiated by a

network parameterized model.

Other modelsthe other components in the NEP DAMageto-face Connector, Network State, Device
State, Individuals In Same LocatiandCommand Generatpare defined as atomic models. Their instantia-

tion is like the atomic components of the previous

examples.
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Figure 10.Coupled model definition of a Node and its translation into a Person model for the NEP.

4.5Nuclear Emergency Plan (NEP) Diffusion Corputer Model (DCM)

As we explained iSBEHOMIB theNEP DCM is a Computer Model of the DAM. We built it using the
Cadmiumsimulator introduced iBEEHOMIZ The model is based on thiEP DAM(i.e. the atomic and cou-
pled models we defined) and the agent XML, which are used to transIMEEhBAMinto a Computer
Model for Cadmium Figure 11shows a diagram of this process.

To implement the coupled models, we firstéamgiate the atomic models using functions that query the
XML file and/or the parameters for the devices defined in the Agent model. The function uses the rules to
generate all theequiredcode. The togevel model is built by taking the XML files whergents are de-
fined, reading them and transforming them into a structure to generate the parameters pfeallahsly
explainedfunctions. The output is a file with thousands of lines of code &in@um including all thein-
stantiatecatomic and couplethodels which, once compiled, generatesNE® DCM ready to generate re-

sults. This process is automated.
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This automation process is independent of the DEVS simutebwe use if the simulator allowtkeim-
plemenation of theparameterized DEVS atomigodels that can be instantiated when the coupled model is
defined.

DEVS Diffusion
Computerized Model

DEVS atomic models

" x37
+ C++ parser Thousands of lines of
Cadmi code that Cadmium
admium - understands

Figure 11.Scheme of the NEP DCM implementation.

4.6Simulation results

In this section, we show how to use duchitecture for Diffusion Processes in Multiplex dynamic net-
works(ADPM) and the model defined above. \&mploytwo different case studies: the NEP leadership and
the Health group to exemplify how we can respond to different questions suggested by deisicn

4.6.1  Analysis of Nuclear Emergency Plan (NEP) Leadersp.

This case study presents the basic functionality of ADPM and shows some simple simulation results by
focusing on employing ADPM. Leadership consists of 13 individuals and their respective communication
devices.

The scenario we discuss is as followtwe NEP Director issues four commands at four separate times
(with various levels of severity; s€égure12). In addition, the communication device used by person 13 in
the Radiological GroufaLeadershipgnember) fails at time 00:15:00:000 (i.e. 15 min aftereimergency
stared).

dzdzk dzdzk dzdzk dzdzdz 2 %O OAAT EOE 2k ABT A$S AQA A Bi6Bd  dze
dzdzk f Is k dzdzk dzdzdz 2 %O OAAT EOE -%t AT A$ AQA A BIOBd e
dzdzk Is dzk dzdzk dzdzdz 2 WO OA AT EOE -ud AT A AQDA A BIGBd { e

dzff k dzdzk dzdzk dzdzdz 2 O OA AT EOE -ud AT A ADA A BiGBd e

Figure 12.Commands issued by the Director.

The simulation output log shows the tasks performed by each, aggunding the communication mecha-
nisms used. We transformed the log file in a summary reBedu(ts Analysis Repart Fig. 1) using Pow-
erBI [45], a tool for big data analegs.
We use this scenario tdubtrate how to answer the following questions:
1  What are the most widely used devices? To do so, we study the usage of the various communica-
tions devices
1 Are the message transmission rules properly defined in the NEP? To do this, we count the individ-
uds who receive the messages when both networks and devices work as expested;aanpare
themwith the individuals who are assumed to receive messages (according to the NEP specifica-
tions).
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1 Who are the busiest individuals? We identify how many taskperformed by each person and
how many messages they receive.
a) What are the most widely used devices?

From the simulation logyve check the device that each person uses for each communication, and we
count the number of timehateach one was use@iable 4summaizesin this scenarighat the fax is used
36 times, followed by facto-face communications and the Radiological Group Device (RGD). The emer-
gency plan specifies that some individuals can use ecedliphonesetc. Havever, it is hard to predict
which will be the mosemploe d as both wusers’ preferences and t he
result. Thanks to the simulation model, we can observe the emergent behasgiogakvices, which may
differ from the desired one.

By identifying the moswidely used devices, we can find the networks that are most critical avémef
disruptions. Knowing the mostidely used devices allows us to simulate scenarios in which they fail, and to
decide if theyare critical or if there are other ways to transmit commands. The results in this specific sce-
nario suggest that we need to focus on RGD and Fax communications

Table 4.Simulation results: use of devices.

Communication Device #Uses

FAX 36
IN_PERSON 12
RADIOLOGICAL_GROUP_DEVICE (RGD) 10

b) Are the message transmission rules properly defined in the NEP?

To analyze if the message transmission rules are properly defined in the NEP, we study the number of
individualswho receive each commanid all the devices and networks work as expected, knowing how
many individuals receive the command allows us to identify if the message transmission rules are well de-
fined. To do this study, we need to identify how many individuals were expected to theeogemmand,
and how many received it in our simulation scenario. In this specific case, 12 individuals received each com-
mand.As the Leadership includes 13 individuals and the Director ip¢ngorwho generates all the com-
mands, we can see that evergaaceived all the commands. Moreover, the failure of the device used by per-
son 13did not affect transmission. We can conclude that the rules to transmit commands -atefiwed!.
¢) Who are the busiest individuals?

The simulation results also allow us to identify the number of tasks performed by each petson and
thereforeidentify the individuals with more workloagigure 13shows the tasks by each person classified
astwo types: ANSWER (i.e. responding to incoming communications from another person) and SEND (i.e.
transmiting a command). In our caseerson 1(the NEP Director) is the most active and only sends com-
mands. Thethers (except person 13) only receive commands. This shows taabié a promising idea to
include a new person at the head of the NEP to help the Director to transmit commands to other individuals.

#Task per Person

Task ®AMNSWER @SEND

# of tasks

Node id
Figure 13.Number of tasks per person, classifietly sert and answeed tasks.
4.6.2  Analysis of the Health Group inside the NEP

We extended the NEP leadership to include the Health Group to show that we can simulate different sce-
nariosby merelyupdating the Agents XMito automatically generaa new DCM We instantiated the NEP
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DAM with Leadership and the Health group (107 individuals and their devices). We can see that both the
number and behavior of agents differ from the NEP leadership, as well as the connections in the network
model.

In this case stly, we focus on finding out which communications mechanisms are critical. To answer
this question, we analyze the individuals receiving commands based on different failure rate for devices.
a) Is the Mobile phone a critical communication mechanism if&egth Group?

We studied what happens when the Director issues different emergency levels. Mobile phones fail with
different probabilities. The simulation was repeated until a 95% confidence intavabtainedFigure 14
shows the number of individuakthor e cei ve commands “Establish Emerge
mobile phones fail with different probabilities (ifailure probabilityfrom 10% to 90%). To analyze the re-
sults, we consider that the NEP establishes48andividuals in the Health Group should reest@emmands
for these levels. The group can use beepeobiles,and landline phones. However, it does not clarify who
can use beepers, and first responders can only use mobile phones. We made a cemrsswaiionand
no-one used a beeper.

Establish_Emergency_Level 0
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Figure14.1l ndi vi dual s who receive command AEstablish

We see that around eight individuals always receive m m aEstdblish Emergency LevélQ r egar d | «
of the failureprobability. By analyzing the simulation log files, we found out that they belong to Leadership.
Although they always receive commands, even 10% of failure probability prevents the nfiesadgging
sent We also see that for a 10% failure probahiliie mean and median are around 30 (and 49 individuals
should receive the command). Both the mean and median decrease as failure probability increases. When
failure probability is over 50%, the results are uniform, and both the mean and median are fet@irthan
dividuals.

We can see that when failure probability is over 30%, nobody receives the other commands. As individu-
als send the messages in FIFO order, andaheyotimitedto a numbebf attempts to transmit the com-
mand,the information transmissigorocess blocks & device with only one communication mechanism
fails.

This study indicates that the mobile phone communication mechanism is critical, and we cannot afford a
failure rate of even 10% in the Health group becansthat case, more than %bof individualsdo not



Ruiz-Martin et al.
receive the command. We can also conclude that the behavior we studied for individuals is not efficient be-
cause the information transmission procesaslyblocked.

This study shows the importanckereviewing the communications defined in the NEP in the Health
Group. We also found that the number of attempts to send a command before akstrmamgmunication
is critical. Future analgs need to consider how this attribute affects the diffusion process.dametage of
ADPM is that we can extend the modbgl incrementallyadding new features. In this case, we would need to
update the XML files where the behavior of agents is definedmly updaing oneDAM component:
Behavior RulesKigure 10.
b) Expert Validation

Although weusuallyconduct operational validation and compare the results with reatliataas not
feasiblein this case study because tharenorealworld data available about what happens when a nuclear
emergency occurs. In this case, we used expert validation. We presented the results to the experts in the
emergency plan and we conducted interviews to validate them.
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Figure 15 Number of activations of different devices whertell phonesfail with different pr obabilities.

Figure 15shows how many times each device was used based on the failure probability of mobie phone
(i.e. from 10% to 90% failure probability). These results can be used to identify the most critical communica-
tion mechanisms, buib also discuss the validity of the results with field expétigure 15(in_person
shows that thenedian forin situcommunications is equal for aliefailure probabilities. However, when
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the failure probability otell phoness low (10 and 20%), variabilitis wider. Only in these cases (i.e. when
the communication process is not blocked), otenrtmands (i . e. “Establ i sh emer
transmittedFigure 15(ladlinephong shows an increasing trend in the mean and mediasimglandline
phones andFigure 15(mobilephongdepictsa decreasing trend for mobgeWhen the mobile phone fails,
the individuals with access to a landline phone stop using mobiles. Moreover, since there are individuals that
only have access to mobiles, the probability to establish communication is lowediAduals do not know
why there is no response, they keep trying to communicate.

In Figure 15(beeper), we see that beeper is not used (the mean, median and quartiles are all zero). We
obtained the same results for faxmail, private landline phone, REMAR, REMER, satellite phone and
TrankiE.As we assumed that anybodythre Health group has accesstoeeper and the specification docu-
ment (detailed i/BECHOMIEN), this meanshat the other devices are not used by the Healilpgsowe can
conclude that the previous results are corredtidnre 15(radiological_group_device) and (tranki_gake
can see that data distribution is uniform for Tranki&@ RGD when we simulate failures in mokil€he
number of attempts to establish communical&ats to variability. These results validate the model based
on NEP specifications, whichades that the Health group does not use these two devices. Thegaioas
justify the plots inFigure 15(beeper), (radiological_group_device) and (tranki_gc), which are uniform for
the different failure probabilities.

We canalsouse other scenarios for expert validatiery.Figures 16and17 show the results in the
Health Group when the NEP Director sets Emergency Level 0 and 1, and the fax and the satellite phone fail
with different failure probabilities (i.e. from 10% to 90% failure ptoility).

As these communications mechanisms are not used in the Health Group, we expect 49 individuals to re-
ceive commands. In the figures, we can see that the commands are transmitted as expected according to the
NEP specifications. These scenarios wartcipated by the field experts.
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5 BENEFITS OF ADPM

As discussed earlier, the aim of this research is to defjrenArchitectureto study Diffusion Processes
in Multiplex dynamic networks (ADPM)) a systemati®rocesdo define, implement and simulate diffu-
sion processes over such networks. To do s@raxde a method to simulate diffusion processes over net-
works by systematiclly maintaining separations of concerns. The main advantages of ADPM amekthe
sentedprocess are:
1 Reusability
1 Complex agents with varied behaviors
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1  Configurability and ease to run experiments
1  Captures the change over time of network charactevistic
In this section, we discuss these advantages using the results of the case study and other specific exam-
ples.

5.1Reusability

ADPM provides separation of conceriifie modeling, implementation, and experimentation phases of
diffusion processes in multigik networks are separated. geenin SEEHOMK we first define a formal model
that can be analyzed pritor any softwaremplementation anéix any modeling issues found. Then -
vide an executable model on a specific simulator (which can be independent of the model specification).
This simulated model can be experimeritedifferent scenarios, as shoin SECHONINC Experiments are
independent of the model definition and ex#éon, and the entire process is automated.

This separation of concerns helps with early validation. The formal modgteeide valuable infor-
mation on early validation prior to implementatitde do not need the model implementation to start vali-
dation As we exemplif in SECHOMIBK with the model defined in Appendix (Generator Filter) we can
study if we defined the correct behavior for the state variabfewidch accumulates the messages that have
passed the filter. We can do these early chemksvery single modehatwe define.

We can alsoeuse the models defined. Once a DEVS model is defined, it can be stored in a model library
and be reused to study similar problems. More specifically, we could reuse the models of different devices
and canmunication networks to study how rumors are spread in a community. We would need to redefine
the behavior of the individuals (i.e. nodes), but we could reuse the models of the devices. We reused these
models in the context of a new project focused ongbiiency of communications with a drone based loT
platform [4Q]. The reusability concept is applicable both at the model definition lev¢hé same model can
be implemented on different platforms) and at the implementatieh lev

5.2Configurability and ease to run experiments

In ADPM, there is no restrictioto the complexity of the behavior of the agerts suchbehavior is de-
fined using ABM techniques and, in our case, implemented with an XML file, any behavior can bednodel
in the Agent component of ADPM. The behavior of agents presented in the case SHaiaRIKoffers an
examplein whichfor every single messageattagens receive, their response diffeiAdditionally, agents
can have different behavi®in the case study presentedSBGHORIK each agent responds in a unique way
to every single message. For our case studthedlgents are defined with the same set of parameters, but
different agents can be defined with different sets of parami¥ersvill merelyneed to considehts when
formally defining the behavior rules component of the nageexplained iBEEHOMIB In that case, we have
as many parameterized behavior rule models as age

5.3Configurability and ease to run experimets

ADPM allows ugo simulatk diffusion processes where the behavior changes without modifying the
model definition and implementation.dfn  a dhehavior ckangesut the parameters that defimstbe-
havior are the same, we update the correspondihg in the XML Agent. For example, the definitian
agent’ schehianclwude, as a parameter, “devices to b
phone and a radi@r onlythelnternet and a phorie a different scenarioThe value othe parameter
changs, but the parameter in the specification is the same. These values can be updated in the XML Agent
and the model isegenerated automatically. The model now dgféut no modifications to the formal defi-
nition or the actual impleméstion are neessary(i.e., the highlevel metamodel remains unchanged, but is
instantiated differemy). This is also useful if we want to modify the number of agents in the scenario as we
did in our case study. We analyzed the Radiological and the Hgalips withoumakingany modifica-
tions in the formal model definition or implementation: siynppdaitng the behavior of the agents in the
XML Agent file suffices.
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It is also easy to update the model s’ par ameters
run by simplyupdating the model parameters. As mentioned alimvehanging the relations in the ABM
(i.e. XML in our case), we can study differentisagos for different network configurations. We can also
easily include and remove agents (i.e. nottgsgdding or deleting XML files from the agebased model.

5.4Captures changes in network characteristics over time

The topology and characteristicktbe network can change over time in a specific scenafld®M uses
four models to update the properties/parameters dd &M components during a simulation run. As we
showed in our case study, this allows us to modify the state of the devices at.ruviiman also update the
state of the networks. In this way, we can simulate a network collapse and recovery without stibréng all
network configurations.

5.5Limitations

A limitation of thepresemversion of our approach is that the modeler needadw khe formal modeling
methodologyfollowed OEVSin our example). Another limitation is that if new parameters are added to the
ABM, the definition of the atomic DAM components should be updated accordingly. However, thanks to the
modular design of DAMwe only need to modify the affectedmponentsThe same occussith anynew
additional components.€. Link Types) that need to be added.

6 CONCLUSIONS

We propose ADPM, an architecture and development process based on a formal M&S methodology to
simulate diffusion processes in multiplex networks. We uNetivork Theory to define a Network model,
and AgemtBased Modeling to define an Agent model. Both pisdvere tilized to develop thBiffusion
Abstract mode{DAM). ADPM provides sveraladvantages:

9 Different scenarios and network configurations can be run by simply updating the model parame-
ters. There is no need to make changes in the model design

1 There is no restriction to the complexity of the behavior of the agent. Any behavior can be mod-
eled in the Agent component of ADPM

1 Different agents can have quite a different behavior

1  We improve reusability (as the behavior of the agentoajetts are separate, we can reuse these
models to study other problems)

1  Using four models to update the properties of the components allows us to simulate diffusion pro-
cesses in which the topology or characteristics of the network change over timaen Walate the
network topology and the behavior of both the nodes and the links at runtime. Moreover, we do not
need to store the whole model again with the new properties.

We showed how to apply ADPM to build and simulate an information diffusion praocagsultiplex
network, specifically an emergency plan in Spain. ADBNbws a formal model development approach and
implementation for diffusion processes in multiplex networks, which is a novel apptoalso. improves
the model definition. Using amdependent simulation engine simplifies the verification process and experi-
mentation As themodel definition and implementation are separate, we can start validating the model as
soon as it is formally defined.

Future research includes automating theyaisland visualization of the simulation results, allondiaga
to beshaed with decisiormakersby easily improving the communication with stakeholders.
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APPENDIX A. Diffusion Abstract Model. Formal definition using DEVS
TheDiffusion Abstract ModellAM), presented irkigure 3 is formally defined using DEVS as follows:
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The rest of the coupled models inside the DAM are defineiflesiynto theabovemodel.
APPENDIX B. Generator Filter. Formal definition using DEVS

The formal definition othe Generator Filter atomic model is as follows:
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Here* | n” a n dthé'n@mes df theainp@ and output porspectivelyQ =a Q ={ QN =« }
are bags of natural numbeQ , represents the receiver of the mess'Q eepresents the sender of the mes-
sage'Q represents theansmittednformation anc® represats the network layer used to transmit the mes-
sage.
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APPENDIX C. Generator Filter. Implementation in Cadmium

struct generatorFilter_defs{ /IDeclaration of the ports in the atomic
struct out : public out_port<DiffusionElement> {};
struct in : public in_port< DiffusionElement > {};

b

template<typename TIME> /IAtomic model definition

class generatorFilter {
using defs= generatorFilter_defs;

public:
using input_ports=tuple<typename defs::in>; /lInput ports definition
using output_ports=tuple<typename defs::out>; //Output ports definition
string id; //Model parameter
struct state_type{ /IModel state declaration
vector<DiffusionElement> messagesPassingFilter; I3
state_type state; /IModel state d  efinition
generatorFilter (string 1d) noexcept { //C onstructor & state initialization
id=Id;

state. messagesPassingFilter.clear();

void internal_transition() { /lInternal transition
state.messagesPassingFilter.clear(); }
void external_transition(TIME e,typename make_message_bags<input_ports>::type mbs){
for (const auto &x : get_messages<typename defs::in>(mbs))X 6 //Atomic model definition
if(x.destinatary == id) state.messagesPassingFilter.emplace_back(x);
}

void confluence_transition(TIME e,typename make_message_bags<input_ports>::type mbs){
internal_transition();
external_transition(TIME(), move(mbs));
} /IConfluence transition
typename make_message_bags<output_ports>::type output() const { /[Output function
typename make_message_bags<output_ports>::type bags;
for (inti = 0; i < (state. messagesPassingFilter.size()); i++}
get_messages<typename defs::out>(bags).push_back(state.messagesPassingFilter[i]); }
return bags;

TIME time_advance() const { /[Time advance function
return  (state.messagesPassingFilter.empty() ?  numeric_limits<TIME>::infinity()
TIME("00:00:00:001")); }

The Generator Filtermodel filters the messages in theort based on the model Id. When the messages
pass the filter criteria, they are sent through the out port. Webgtdefining the input and output poits
the model. Then we implement the DEVS functions: internal transition, external transition, confluence, out-
put, and time advance. To do so, we define the DEVS function for the filter. The internal transitimmfunct
clearsmsgPassingFilterThe external transition function stores the messages received through the input port
in themsgPassingFiltev ar i abl e i f the fi el dmbdeld The éutputfuretiome s s a
sends the messages stored inntisg PassingFiltevariable through the output port. Finally, the time ad-
vance function passivates the model if there is nothing to send, and sets a time advance of 1ms is there is
something to send

APPENDIX D. Diffusion Abstract Coupled Model. Implementation in Cadmium

To implement the DAM, we translasdl thecomponergin the formal definition (AppendiR) to Cad-
mium syntax. Firstwe define theno d eidput and output ports of the model as a tuple. For the DAM, they
are an empty tuple. Second, we defineghlecomponentsf the models using the keywondodels_tuple
whichincludes the name of all tH@AM components (both atomic and coupled) defined ifTMrd, we de-
fine the external input and output couplings (EIC & EOC) as tuples. In the DAM, they are empty. Then we
define the internal couplings (IC). The IC is a tuple that includes the IC specified in the formal definition.
Finally, we define the DANMas a coupled model. The coupled model is defined as a tuple (i.e. coupled
model) that contains all the elements previously implemented and a-TjidéEparameter.

using iports_DAM = tuple<>; //Input ports

using oports_DAM = tuple<>; //Output ports

using submodels_DAM = models_tuple< //Components
Noder, Node 2, ..., Node n,
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IndirectLink 1, IndirectLink 2y ey | ndirectLink n,
DirectLink, LinkConnectors, DiffusionElementGenerator,
NodeUpdater, IndirectLinkUpdater, DirectLinkUpdater, LinkConnectorsUpdater >;
using eics_ DAM =tuple< >;  //External Input Couplings

using eocs_DAM = tuple< >; /[External Output Couplings
using ics_DAM = tuple< //Internal Couplings
IC<DiffusionElementGenerato  r, DiffusionElementGenerator::Out, Node 1,

Node::InitialDiffusionElementin>,... ,

IC<NodeUpdater, NodeUpdater::Out, Node 1, Node 1::PropertyUpdateln>,... ,
IC<IndirectLinkUpdater, IndirectLinkUpdater::Out, IndirectLink 1,

IndirectLink  1::PropertyUpdateln>, ...,
IC<DirectLinkUpdater,DirectLinkUpdater::Out, DirectLink, DirectLink::PropertyUpdateln>, ...,
IC<LinkConnectorsUpdater, LinkConnectorsUpdater::Out, LinkConnectors,

LinkConnectors::PropertyUpdateln>, ... ,
IC<Nodei, Node 1::PropertyUpdateOut, NodeUpdater, NodeUpdater::In>, ...,
IC<Nodei, Node 1:: DiffusionElementDirectOut, DirectLink,
DirectLink::DiffusionElementin>, ...,

IC<Nodei, Node 1:: DiffusionElementindirectOut, IndirectLink 1,
Indirec tLink i::DiffusionElementin>, ...,
IC<DirectLink, DirectLink::DiffusionElementOut, Node 1, Node 1::DiffusionElementDirectin>,...

IC<IndirectLink 1, IndirectLink 1::DiffusionElementOut, Node 1,
Node:: DiffusionElementindirectin, >, ...,

IC<IndirectLink 1, IndirectLink 1::ConnectorDiffusionElementOut,LinkConnectors,
LinkConnectors::DiffusionElementin>, ... ,

IC<LinkConnectors, LinkConnectors::DiffusionElementOut, IndirectLink 1,
IndirectLink  1::ConnectorDiffusionElementin>,... >;

template<typename TIME> //Coupled model
struct DAM : public coupled_model<
TIME, iports_DAM, oports_DAM, submodels_DAM, eics_DAM, eocs_DAM, ics_DAM>{};
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