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Abstract—This work proposes an analytical method for calcu-
lating sensitivity index. The proposed method is based on one-
at-a-time measurements and calculates the difference between
output values and the base solution to define the impact caused
by each parameter in the system. The results indicated that the
analytical method provides adequate values for the sensitivity
index even when the parameters have minor variation in relation
to the base value, presenting coherent response with graphical
analysis. The proposed method satisfies a wide range of systems
and assigns value to the influence of the parameters, contributing
to the decision-making process, calculation of system complexity,
identification of systems, among other situations.

Keywords—sensitivity index, system parameters, analytical
method.

I. INTRODUCTION

Systems are often analyzed through the relationship between
inputs and outputs. From the simulations or experiments, this
relationship can be studied in order to define the sensitivity of
the parameters, which allows to indicate: i) the most relevant
parameter for analysis, in order to reduce the uncertainty of the
output, ii) the least influential parameters, iii) the parameters
that make the output more susceptible to changes, iv) the
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parameters of higher correlation with the output, and v) the
consequences of changing the parameter values when the
system is running [1].

The sensitivity analysis can be understood as the quest to
quantify the relative contribution of each input to the output
of the model [2], indicating as the output depends on the
input parameters [3]. Commonly, the sensitivity analysis is
accompanied by the uncertainty analysis [4], [5]. The essential
difference between them is that the uncertainty analysis eval-
uates how uncertain a given conclusion is and the sensitivity
analysis indicates where this uncertainty comes from [6].

In the study of systems, we search for the model that
represents the system properly, preserving its essential charac-
teristics. The size of the model should not be confused with its
complexity. In this case, the sensitivity analysis can contribute
to identify the complexity, verifying if the model is processing
the parameters in the way that it should, and to moderate
the complexity by reducing the less relevant input variables,
making the computational effort lower during the operation of
the model [7], [8].

Although recent techniques are more common, work involv-
ing sensitivity analysis dates back a few decades. Charnes [9]
used sensitivity analysis in the hypothetical logistics model of
the oil industry. Schumann [10] explained the use of sensitivity
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analysis to find the most appropriate measurement scale in
practical situations, especially in those where subjective eval-
uation of samples is required. Golub [11] proposed analysis
that aims to address practical problems in which continuous
variables can not be measured in this way.

Sensitivity analysis methods are usually divided into: i)
local and ii) global. Local analysis consists of one-at-a-time
measures, where one parameter is varied while the others
are kept fixed. Global analysis is performed by varying all
parameters at the same time within finite (or even infinite)
region [3]. Another frequent classification is the analysis of
sensitivity in mathematical, statistical or graphic form [7],
[12].

Some authors have devoted themselves to reviewing and
improving methods of sensitivity analysis found in the litera-
ture [1], [7]. Reitsma [13] discusses the advantage of bivariate
analysis over the standard method of meta-analysis and both
evaluate the sensitivity and specificity of systems. Allaire [14]
uses sensitivity analysis to perform structural optimization.
Homma [2] works with higher-order global sensitivity index
for non-linear models. Iman [4] investigates the applicability
of uncertainty and sensitivity analysis techniques.

According to [3], a new method for calculation of global
sensitivity index is presented, based on the Fourier ampli-
tude sensitivity test, indicating the quantitative index of the
contribution of each input parameter to the output. Van [15]
uses one-at-a-time method combined with latin-hypercube
parameter space sampling to obtain global sensitivity analysis
for several parameters with less computational effort.

Several studies focus on the practical application of sensi-
tivity analysis. In consonance with [16], there is an evaluation
of the relevance of the uncertainties of the emission rate
of chemical components associated to the potential range of
certain coefficients values. Zhang [17] verifies which factors
have greater influence on the economic viability of biodiesel
production. By means of sensitivity analysis, Thompson [18]
investigates the improvements of real-time weather forecasts
on the icing formed in aircraft because of water in the
clouds. In [5], there is notable need for sensitivity analysis
in biological systems due to their high level of uncertainty.

Sensitivity analysis is also used to make robust models.
Robust model is insensitive to variation in parameters, keeping
output practically constant [19] [20]. According with [21] there
is a sensitivity analysis of results obtained in other studies that
relate population expansion with economic indicators in order
to define them as robust or sensitive to small variations. Hegre
[22] manipulates model with 88 parameters to illustrate civil
war in literature and uses sensitivity analysis to evaluate the
empirical results available on the subject, since most of them
are not robust due to the divergence of topic definitions and
periods.

To analyze sensitivity from one-at-a-time measures on a
system with k parameters, k − 1 parameters must be setted
in their base value and vary only one parameter at a time. The
set of base values is known as base case, which corresponds
to the best bet for the parameters or the optimal solution.

The system response to this base case is the base solution,
graphically represented by the point of intersection of the
sensitivity curves. The graph formed by the sensitivity curves
is called spider graph [23].

Parameters shall have a specific range, which defines the
set of viable values that each of them can assume. In practical
situations, setting the parameter range means setting the op-
erating range of each one to keep the system running. Due to
operational or optimization issues, the parameters may have
constraints on the range definition and can present a reduced
range.

Considering that one-at-a-time measures may adequately
represent the behavior of certain classes of systems, the
purpose of this work is to present generalization of methods
developed by [24] to calculate sensitivity index. Section II sets
out the proposed analytical method. Comparisons are made, in
Section III, between the analytical method and the method of
the area proposed by [24].

II. METHODOLOGY

The methodology of this work proposes an analytical
method developed from the work of [24], in order to solve
the problem of distinct intervals of variation from the base
values. To evaluate the influence of each parameter on the
system response, one-at-a-time measures are used, where the
values of one parameter are varied while the other parameters
are maintained at their base value. For k input variables, there
is a system output y = f(x1, x2, · · · , xk) and β = y when y
is the base solution.

The proposed method is defined by the following steps.
1) obtain system output values according to one-at-a-time

measures;
2) perform linear transformation of normalization:

a) define difference between the output values and the
base solution;

b) calculate the value resulting from the impact of
each parameter on the system;

c) normalize the resulting values to set the sensitivity
index per parameter.

The output of the system is composed by components of
the input variables. Thus the difference between the output
values and the base solution β results in the impact of the
parameter that has been varied since the components of the
other parameters kept constant are canceled considering they
are the same as the base solution. After isolating the impact
by parameter, the resulting impact of each input variable is
calculated.

Linear transformation removes trends in cases of distinct
amounts of one-at-a-time measures for the parameters. An-
other solution is to treat the data before applying the method
by reducing or increasing the size of the measurement samples
per parameter so that they all have the same size. Therefore,
the smallest or largest sample size is used as a reference to
treat the others. In case of reduction of samples, it is suggested
that the measures with output value less impacting should be



removed. As for the increase of the samples size, one can
perform interpolation from the available measurements for
each parameter.

The proposed method, represented by (1), is the generaliza-
tion of the method of sum of differences presented by [24],
which considers sample points in the spider graph to perform
analysis of the impact of each parameter. The proposed method
dismiss the graphical analysis, requiring only the one-at-a-time
measures.

S(xi) =

1

n
·

n∑
j=1

|yij − β|

k∑
i=1

 1

n
·

n∑
j=1

|yij − β|

 (1)

where i is the index of the parameter, n is the number of one-
at-a-time measures of the parameter xi, yij is the output of the
system for j-th measure of xi, k corresponds to the number
of parameters and β is the base solution.

III. RESULTS

Simulations and experiments with different ranges of varia-
tion were performed for the parameters, due to the constraints
of each variable, e.g. to maintain values in the range of oper-
ation as an electric generator. The proposed analytical method
was compared to the method of the area, developed by [24],
which establishes the base axis for the value corresponding
to the base solution β, thus forming a line parallel to the
abscissa axis in the spider graph. In the method of the area,
the sensitivity index Sa(xi) consists of the relation between
i) the area of the polygons formed by the base axis and the
curve of the parameter xi and ii) the total area.

The case studies 1 and 2 comprise the sensitivity analysis
performed from simulated data and the case study 3, from
experimental data. In the first case study, the sensitivity of the
variables x1 and x2, which have the same range of variation
in the spider graph, was verified. In the second case study, the
sensitivity index of the variables x3 and x4 was calculated,
and the range of x3 corresponds to only 25% of the range of
x4. In the third case study, electrical system parameters were
studied, which have variation restrictions.

A. Case Study 1: Simulated data with parameters ranging
from −100% to 100% from the base value

From the simulations, were performed one-at-a-time mea-
sures of the parameters x1 and x2 for output y, shown in
the spider chart in Fig. 1. These measures were based on the
base value and on the range of the parameters, as presented
in Table I, allowing the variation of x1 and x2 in the range of
−100% to 100% of the base value.

As observed in the spider graph in Fig. 1, the parameter x2
(in red) is more sensitive than x1 (in blue), because it produces
greater impact on output y. This observation is confirmed by
the values of the indices presented in Table II, where x1 has
a sensitivity of approximately 41% and x2, 59%.

TABLE I
BASE VALUES AND RANGE OF THE PARAMETERS x1 AND x2 .

Parameter Base value Range
x1 10 [0 30]
x2 50 [0 100]

Fig. 1. Spider graph of simulated parameters with the same range of variation
from base values.

Sensitivity indices (Sa and S) were calculated using meth-
ods of the area and analytical , respectively, resulting in the
values given in Table II. Note that indices values of Sa(x1)
and S(x1) are very close, as well as the values of Sa(x2) and
S(x2). This result indicates that methods are equivalent when
parameters have the same range of variation from the base
value or in the same ratio.

TABLE II
SENSITIVITY INDICES OF THE PARAMETERS x1 AND x2 .

Output Sa(x1) Sa(x2) S(x1) S(x2)

y 41.18% 58.82% 41.41% 58.59%

B. Case Study 2: Simulated data with different variations of
the parameters from the base value

Parameters x3 and x4 have been varied one at a time to mea-
sure the output y through simulations, where measurements are
arranged in the spider graph in Fig. 2. These measures were
based on the base value and ron the range of the parameters
presented in Table III. Although the base values of x3 and
x4 are equal to x1 and x2, parameters x3 and x4 impact the
system differently, in addition to having different ranges.

TABLE III
BASE VALUES AND RANGE OF THE PARAMETERS x3 AND x4 .

Parameter Base value Range
x3 10 [8 13]
x4 50 [0 150]



Fig. 2. Spider graph of the simulated data for parameters with different ranges
of variation from the base values.

The sensitivity indices (Sa and S) corresponding to the
application of methods of the area and analytical, respectively,
for variations of x3 and x4 are shown in Table IV . It
is observed in the graph in Fig. 2 that the input variable
x3 (in blue) has a high impact on the system, even for
a limited variation of −20% to 30% from its base value.
While the method of the area asserts that Sa(x3) = 38.13%,
the analytical method defines that S(x3) = 71.13%, being
consistent with the graphical analysis.

TABLE IV
SENSITIVITY INDICES OF THE PARAMETERS x3 AND x4 .

Output Sa(x3) Sa(x4) S(x3) S(x4)

y 38.13% 61.87% 71.13% 28.87%

C. Case Study 3: Experimental data with different parameter
variations from base value

In this case study, was used experimental data developed by
[25] on the repowering of the electric system. The analyzed
system is composed by a synchronous generator that operates
in parallel with induction generator in the common bus sub-
jected to non-linear load. Through the sensitivity analysis, the
objective is to present the relation of the influence between
inputs and outputs of the repowering system.

Laboratory tests were performed for the Electrical Inter-
connected Power System indicated in Fig. 3, where M1, M2,
M3, and M4 are the measurement points. Generating units,
synchronous and induction, are connected in parallel in order
to feed the nonlinear load NL, consisting of triac rectifier that
feeds sets of lamps. Two phases are 5kW and the third phase is
4kW . In order to properly regulate rotations of the generator,
SG and IG, were used diesel engine and induction motor with
frequency inverter, respectively.

Fig. 3. Interconnected Power System.

Components and values of the Interconnected Power System
in Fig. 3 are shown in Table V.

TABLE V
COMPONENTS AND VALUES OF A ELECTRICAL INTERCONNECTED POWER

SYSTEM.

Variable Component Value of Used Components

SG Synchronous Generator 37kVA, 380V
(main generator) three-phase, salient poles

4 poles, 60Hz
IG Induction Generator 7.5kVA, 380V

three-phase, cage rotor
4poles, 60Hz

TL Primary Feeder three-phase, 13800V, 60Hz
T1 Transformer 750kVA, 13800/(380/220)V,

grounded δ/Y
NL Nonlinear Load 14kW three-phase, 380V, 60Hz

S1, S2, S3 Switch

Sensitivity analysis of the system is performed through the
data collected in the meter M1, for each variation of the input
parameters. The methodology used to collect the data using the
bench is described in the following steps: i) turn on switchs S1,
S2 and S3 and ii) vary one parameter at a time, while the others
are fixed at their base value . The varied parameters were:
mechanical power of the primary machine of the synchronous
generator, by means of the current ISG, excitation voltage
of the synchronous generator field Vf , induction generator
velocity ωIG and the nonlinear load rectifier firing angle θ.

For this study, the output variables measured in M1 were:
i) active power and ii) reactive power. Parameters base values,
their respective ranges and percentages of variation in relation
to the base values are presented in Table VI. The data collected
experimentally are shown graphically in Fig. 4 and Fig. 5,
corresponding to the one-at-a-time measures for active power
P, in Watt ( W ), and reactive power Q, in Volt-Ampere reactive
(V Ar), respectively.



TABLE VI
BASE VALUES AND PARAMETER CONSTRAINTS EXPERIMENTALLY VARIED.

Parameter Base value Range Variation from base value
ISG 36.03A [21.91 36.03] [−39.19% 0%]
Vf 41.5V [38.8 48] [−6.51% 15.66%]
ωIG 1840rpm [1815 1855] [−1.36% 0.81%]
θ 132.83º [80.85 140.5] [−39.13% 5.77%]

It is observed that the current of the synchronous generator
ISG is the most sensitive parameter, with the greatest impact
on the two outputs. This observation was confirmed by the
calculated sensitivity indices, which presented values above
50% for both methods and outputs, arranged in Table VII and
Table VIII.

Fig. 4. Spider graph of experimental active power data from power generation
system.

Analyzing Fig. 4 and Fig. 5, it is observed that the excitation
voltage of the synchronous generator has higher sensitivity in
the reactive power output. In fact, when it is desired to change
the reactivity of a synchronous machine, the excitation of the
machine is changed to vary the field thereof. The synchronous
machine can provide or supply reactive power to the network.

Table VII and Table VIII display the sensitivity indices Sa

and S for the parameters ISG, Vf , ωIG and θ calculated by
the method of the area and analytical method, respectively. By
analyzing the values of the indices and the spider graphs, the
analytical method stands out by the adequacy of the values of
the indices to the generated impact, as observed in the speed
index of the induction generator, S(ωIG) = 12.26%. By the
method of the area, this parameter obtained index Sa(ωIG) =
0.69%, but the parameter ωIG had a considerable impact even
at values close to its base value, included in its small range
of variation, [−1.36% 0.81%].

In fact, in order to change the active power of the system
is necessary to: i) increase the power generated by the syn-
chronous generator, ii) increase the power generated by the

Fig. 5. Spider graph of experimental reactive power data from power
generation system.

TABLE VII
SENSITIVITY INDICES CALCULATED BY THE METHOD OF THE AREA FOR

EXPERIMENTAL DATA.

Output Sa(ISG) Sa(Vf ) Sa(ωIG) Sa(θ)

P 55.57% 1.56% 0.69% 42.18%
Q 71.14% 20.32% 0.15% 8.39%

TABLE VIII
SENSITIVITY INDICES CALCULATED BY THE ANALYTICAL METHOD FOR

EXPERIMENTAL DATA.

Output S(ISG) S(Vf ) S(ωIG) S(θ)

P 54.64% 2.35% 12.26% 30.75%
Q 63.81% 28.20% 2.48% 5.51%

induction generator, and iii) change the load consumption,
confirming the data presented in Table VIII for ISG of
54.64%, ωIG of 12.26% and θ of 30.75%. To change the
reactive power output of the system the greatest impact is
given by parameters ISG of 63.81% and Vf of 28.20%, as
Table VIII, confirming that the synchronous generator is the
most responsible for the system reactive variation.

Sensitivity indices calculated according to the analytical
method adequately express the electrical system under study.
Even with the restrictions of variation of the parameters in
relation to their base value, the analytical method presented
values of sensitivity appropriate for all the parameters.

IV. CONCLUSION

This work proposed an analytical method based on one-at-
a-time measures for the calculation of sensitivity index. Con-
sidering results obtained by the method of the area, continuous
approach of the method of sum of differences, it was verified
that the evolution in time represented by the behavior of the
curves of the spider graph and used in the calculation of sen-
sitivity can cause inconsistencies and errors, being necessary



only measurements that express the impact of the parameters
in the system under analysis. The proposed analytical method
adequately defines the most sensitive parameters, regardless
of existing variation constraints, satisfying a wide range of
systems. By assigning value to the influence of parameters, this
method contributes to improve processes in decision making,
calculation of system complexity, identification of systems,
among other areas.
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